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BGP-4 Scalability Issues (Problem Statement)

The BGP-4 routing protocol has some scalability issues related to the design of Internal BGP (IBGP) and External BGP (EBGP) peering arrangements.

IBGP and EBGP are the basically the same routing protocol just with different rules and applications.

· EBGP advertises everything to everyone by default.

· IBGP does not advertise “3rd-party routes” to other IBGP peers.

This is because there is no way to do loop detection with IBGP, so this solves it.  IBGP, by default, does not change the next-hop address attribute as routes traverse an IBGP mesh.  An IBGP peer will not advertise a route learned by one IBGP peer to another IBGP peer.  This is a readvertisement restriction to prevent looping.  Therefore, IBGP should be used when AS_PATH information must remain intact between multiple EBGP peers.

The RFC states that any BGP-4 router with EBGP peers must be fully meshed with all the other BGP-4 routers with EBGP peers in the same AS.  This rule effectively means that every IBGP peers must be logically fully meshed.  So you must have all BGP-speaking routers in your AS peer with each other.

There are resource constraints when you scale a network to many routers.

· With 10 routers, an IBGP mesh is OK

· With 30 routes it is stretched

· With 100 it is taxed

Each router must exchange its ~60,000 routes and maintain peering relationships with all other routers and process the BGP decision algorithm to install the best route in the forwarding table.  Therefore, CPU and memory get consumed quickly on very expensive routers.

Here is the equation for the number of links (BGP-4 peering sessions) in a full-mesh of routers.
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 Where N equals the number of routers in the full-mesh
Below is a graphical example of a full-meshed 16-router IBGP mesh.
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Route Reflectors (RFC 1966)

Route Reflectors is a technique to better control the deployment of BGP inside of a large AS.  Route Reflectors provide a method to reduce IBGP mesh by creating a concentration router to act as a focal point for IBGP sessions.  The concentration router is called a Route Reflector Server.  Routers called Route Reflector Clients only have to peer with the RR Server to exchange routing information between themselves.  The Route Reflector Server “reflects” the routes to its clients.  This means that the IBGP re-advertisement restrictions are relaxed.

It is possible to arrange a hierarchical structure of these Servers and Clients and group them into what is known as clusters.  Below is a diagram that illustrates this concept.
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There are some restrictions on the use of Route Reflectors that are important to note.

· Route Reflector Clients must not peer with RR’s outside of their cluster

· RR Clients must be one hop from the RR Server

· Route Reflector Servers still need to be meshed with non-RR-Clients

· Route Reflection is only configured on the RR Server – The RR Clients are told nothing

· A lack of redundancy exists with a RR Server acting as a single-point-of-failure

· Route Reflection consumes resources on the concentration (Route Reflector Server) router

· Some vendors do not support the optional/nontransitive BGP attributes Originator ID (type 9) and Cluster List (type 10)

· Still have n*(n-1)/2 problem between RRs (must run IBGP) between RRs in each site

Confederations (RFC 1965)

Confederations are another method of reducing the IBGP mesh requirements.  It is a technique to subdivide a single AS into multiple, internal sub-AS’s, yet still advertise a single AS to external peers.  Within each sub-AS (Confederated AS) the normal rules of IBGP meshing still apply, but EBGP is run between the confederated AS.

Some of the benefits and concerns of using confederations are:

Confederations reduce CPU utilization due to internal route churn, but can increases CPU due to external churn in some cases.

Confederations can help identify sources of routes handily.  One just has to remember the “fake” confederated AS numbers in each POP rather than one loopback for each router in a POP.

With confederations you can use EBGP between sites for more control over routing.

EBGP will update the next-hop router attribute between confederated ASs.
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Here is a Cisco router configuration example of how one might configure confederations:

router bgp 10

bgp confederation identifier 300

bgp confederation peers 10 20 30

The as-path now becomes “(10 20) 100” instead of just “100”

ItItIt might be advantageous to put in extra confederation peers up-front for future ease of reconfigurations.  It is also possible to create a confederated AS numbering scheme using private AS numbers.

Analysis

An ISP that is growing would want to utilize these techniques to relax the restrictions on IBGP full meshing.  Route reflectors could be used within POPs to help conserve resources locally.  However, each POP would need to be fully meshed with all other POPs because the Route Reflector Servers still need to be meshed with IBGP.  If an ISP has multiple sites that are not fully meshed, then this will still produce some scalability concerns in their core/backbone.

Therefore, to relieve the IBGP full-mesh restrictions in the core Confederations might be used.  A confederated AS number can be used in each POP and EBGP can be used between the POPs.  IBGP meshing would be easier to achieve locally in each POP with a high-speed LAN technology.  Furthermore, with confederations, the entire ISP’s network/backbone still appears like one large AS to external entities.  Besides, as the network scales, Confederations are the preferred method for scaling a backbone service provider network like this.  If an ISP is planning for growth it might behoove them to design the network with this in mind because reconfiguration might be difficult at some future time.

“The drawback with confederations is that migration from a nonconfederation to a confederation design requires major reconfiguration of the routers and a major change in the logical topology.”  Basam Halabi Internet Routing Architectures (Cisco Press 1997)

For maximum flexibility, the two techniques can be combined to provide for a highly scalable ISP routing design.  It might be best to start designing and implementing the network with this combined approach rather than schedule maintenance for a large reconfiguration effort later.

Below is a diagram that illustrates what a network might look like that utilized both approaches.
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